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12.1 Local approach

12.1.1 Introduction

Local approach methods are based on the application of micro-mechanical models of failure in which the stress, strain and ‘damage’ local to a crack tip or stress concentration are related to the critical conditions required for fracture. Each model contains several material-specific parameters that are calibrated using a combination of reference test data, quantitative metallography and finite element analysis. Once the parameters have been derived for a particular material they can be assumed to be independent of geometry and loading mode and may therefore be transferred to the assessment of any structure fabricated from the same material.

Local approach models have been the subject of significant development, being used to predict the fracture behaviour of both ferritic and austenitic steel structures for a range of geometries under combinations of primary and secondary load [12.1-12.5]. The results show that local approach methods provide an alternative, though complementary approach to the fracture mechanics methods described in Section 6. When used in component assessments, they automatically address the effects of load-history (Section 6.2.3.9), constraint (Section 6.2.3.10) and weld mismatch (Section 6.2.3.11). As the methods use detailed finite element analysis, separate calculations of stress intensity factor and limit load are not needed. The methods may also be used to derive fracture toughness data, for example to predict or interpolate the effects of constraint on fracture toughness to aid application of the methods of Section 6.4.3.

Local approach methods are not described in detail here. Instead, a brief description of some models and a procedure for their application is given in Sections 11.6.2 and 11.6.3, respectively. Finally, Section 11.6.4 contains a discussion of some of the limitations of the approach.

12.1.2 Models

There are a number of local approach models including the Beremin cleavage fracture model [12.6], the Beremin ductile fracture model [12.7], the Rousselier damage mechanics model [12.8], and the Gurson damage mechanics model [12.9]. The first model is a cleavage fracture model and the remaining three are ductile damage models. In this section, a single cleavage model (Beremin) and a single ductile model (Gurson) are described for illustration. More detailed information on these and other models and their application is contained in Section III.9 of R6 [12.10].

12.1.2.1 Beremin model of cleavage

The Beremin model of cleavage uses a two-parameter Weibull description of the cumulative failure probability, $P$ [12.6]:

$$P = 1 - \exp\left\{ -\left( \sigma_W / \sigma'_u \right)^m \right\}$$

(12.1)

where $\sigma_W$ is the Weibull stress, $m$ is the Weibull shape parameter and $\sigma'_u$ is a characteristic stress. Both $m$ and $\sigma'_u$ are material parameters. The Weibull stress is defined by the following summation over all finite elements, $j$, within the plastic zone,

$$\sigma_W = \sum_{j \in px} \sigma_{j,1}^m \left( \Delta V_j / V_u \right)^{1/m}$$

(12.2)
where $\sigma_{1,j}$ is the maximum principal stress in the j'th element, of volume $\Delta V_j$, in the plastic zone. The parameter $V_u$ is a characteristic volume related to the material's microstructure. The probability of fracture can be determined by post-processing the results for the maximum principal stress and the plastic zone size from a standard elastic-plastic finite element analysis.

### 12.1.2.2 Gurson Damage Mechanics Model

Gurson modelled the ductile failure process by constitutive equations which represent the mechanical properties of the material as damage evolves. The plastic potential $F$ which controls plastic straining is defined by

$$
F = \left( \frac{\sigma_{eq}}{\sigma_M} \right)^2 + 2q_1 f \cosh \left( \frac{3q_2 \sigma_m}{2\sigma_M} \right) - \left( 1 + q_3 f^2 \right) = 0 
$$

(12.3)

where $\sigma_{eq}$ is the equivalent stress, $\sigma_m$ is the hydrostatic stress, $\sigma_M$ is the equivalent stress from the conventional stress-strain curve as a function of equivalent plastic strain and $f$ is the current void volume fraction. The factors $q_1$, $q_2$, and $q_3$ are material parameters. A model describing void initiation and growth is also required to determine $f$ and failure is taken to correspond to a critical value of $f$. The model modifies the constitutive equations used to describe material flow behaviour by incorporating the effects of damage ($f$) and a specialist finite element code or standard codes incorporating user-defined material behaviour are required for its application.

### 12.1.3 Procedure

The use of local approach models to predict structural behaviour follows the following steps.

**Step 1:** Obtain reference experimental data for the material of interest. Reference data should relate to the fracture mode of interest and preferably be obtained from pre-cracked specimens which span the crack-tip constraint level of the structural application and are tested at temperatures close to that of interest.

**Step 2:** Based on microstructural considerations and the reference data, estimate the parameters for the local approach model of interest.

**Step 3:** Perform appropriate finite element analyses of the reference experiments and compare the predicted specimen behaviour with that observed in the reference experiments.

**Step 4:** If the comparison in Step 3 is outside the accuracy required for the model of interest, adjust the model parameters and repeat Steps 2 and 3 as appropriate.

**Step 5:** Once the comparison performed in Step 3 is sufficiently accurate, structural behaviour may be predicted by using the model parameters in a finite-element analysis of the structure of interest.

**Step 6** Perform analyses to demonstrate that the results are not sensitive to variations in inputs such as the local approach parameters. For example, the range of parameters considered should be sufficient to predict a fracture toughness corresponding to the lower bound toughness which would be used in the procedure of Section 6.
12.1.4 Discussions and Limitations

Attempts to use local approach methods to predict cleavage fracture following tearing in the transition temperature regime has been made with some success [12.11], but the methods are not yet well established.

The procedures for application of local approach models to three-dimensional situations are less standardised than those for axisymmetric, plane stress and plane strain finite element analyses. For three-dimensional applications, such as finite-length surface or buried defects, careful consideration needs to be given to the refinement of crack-tip elements in the out-of-plane dimension.

Within the Beremin model of cleavage fracture, various definitions of the Weibull stress are being developed to quantify possible biaxial load effects on fracture. In equation (12.1), a formulation of $\sigma_w$ based on the distribution of maximum principal stress within the plastic zone has been adopted since this is the most widely used. However, other formulations are under development.

12.1.5 Bibliography

12.2 Thin walled structures

12.2.1 Introduction

With respect to flaw assessment, thin wall structures show some special features, which are not, or only partially, covered by the method in the main body of this procedure. These are:

• pronounced stable crack extension prior to failure,

• constraint and other issues which make any application of standard test methods for fracture toughness impossible or too conservative,

• buckling as a failure mechanism competitive to fracture.

12.2.2 Pronounced Stable Crack Extension Prior to Failure

It is common knowledge that crack driving force parameters such as the J-integral cannot be applied to pronounced stable crack extension. On the other hand the crack tip opening angle (CTOA) or displacement (CTOD) parameters are well suited for modelling stable crack extension as well as fracture instability, see the overview in [12.12]. The procedure in the main body of this document offers the application of the CTOD for assessment purposes but it gives it in general terms only. In contrast to this, the CTOD-δ₅ parameter [12.13] is used as a specific definition for thin walled structures in this option. Fig. 12.1 shows the basic arrangement for the experimental determination of δ₅. The CTOD-δ₅ parameter offers the possibility for determining the toughness and the crack driving force in a direct way by measuring or calculating the relative displacement of two gauge points which are located 5 mm apart on a straight line going through the original pre-crack tip. This definition has a number of advantages:

• There is a unique definition for laboratory specimens and components.

• Usually, conventional CTOD values cannot be determined at all for thin sheet materials because the geometry of the semi-finished products does not meet the thickness requirements of the test standards. Performing the test on thicker sheets is also not possible when the material is manufactured by rolling because that process alters its mechanical properties.

• The drawback of measuring the displacement at the specimen surface usually does not matter significantly for thin sheets. Due to the location of the gauge points, each 2.5 mm apart from the original crack tip, the CTOD-δ₅ averages displacement through the wall thickness.

• The most important advantage is that the CTOD-δ₅ is particularly suited for correlating stable crack extension. It has been demonstrated that δ₅ is able to correlate large amounts of crack extension [12.13]. δ₅ is uniquely correlated with the crack tip opening angle [12.12,12.17].

12.2.3 Low Constraint Fracture Toughness

Thin sheet materials can usually not be tested on the basis of the available fracture mechanics test standards. This is the background of ISO and ASTM standardisation activities initiated in 1998, with the aim of providing test methods for low constraint specimens such as thin sheets [12.14]. The methods are mainly based on the CTOA and CTOD-δ₅ parameters. The constraint issue is addressed by two conditions.

• The specimen thickness, B, has to be chosen identical to that of the component or the semi-finished product in order to provide identical out-of-plane constraint and material conditions.
• As shown by several studies [12.12,12.16, 12.21, 12.22 and 12.23] R-curves for some materials, typically used for thin sheet materials, such as aluminium alloys, tend to be independent of the in-plane dimensions of the specimen or component if the crack length, \( a \), and the uncracked ligament length, \( W-a \), are greater than about four times the thickness, \( B \):

\[
a / B \text{ and } (W-a) / B \geq 4
\]  

(12.4)

Real thin wall components will usually meet this condition, which in many cases ensures geometry independent R-curves as long as stable crack extension does not exceed a value of

\[
\Delta a_{\text{max}} = \begin{cases} 
0.25 (W - a_o) & \text{C(T) and SE(B) specimens} \\
W - a_o - B & \text{M(T) specimens}
\end{cases}
\]  

(12.5)

12.2.4 Buckling as a Failure Mechanism Competitive to Fracture

The only competing failure mechanism the FITNET procedure offers in its main body is plastic collapse which is covered by the \( \text{L}_r \text{ max} \) criterion in Section 6. Besides this, other failure mechanisms such as plastic deformation, wear, or cavitation may cause a structure to loose its functionality. In the case of thin wall structures buckling is an important failure mechanism which has to be taken into account.

12.2.5 The Procedure

The present thin wall option was validated by a number of experiments on M(T) plates with and without welds (laser beam and friction stir welded Al-alloys of aerospace grade) and bi-axially loaded cruciform specimens subjected to mode I and mixed mode loading made of various aluminium alloys and ferritic and austenitic steels. It is restricted to simple thin walled geometries without stiffeners.

It follows the Analysis Options 1 and 3 procedures (such as given in 6.3.2 and 6.3.4) but added by a number of specific items:

• The general equations 6.1-6.3 are used in combination with the specific CTOD-\( \delta_5 \) definition (Fig. 12.2).

• The Analysis Option 1 and the Analysis Option 3 \( f(L_r) \) functions are applied as given by Equations 6.38-6.45 in 6.3.

• Since thin plates are manufactured by rolling, they may tend to anisotropy in their tensile properties. The deformation pattern at the crack tip is three-dimensional and, as a consequence, not adequately characterised by the tensile test results. In order to avoid non-conservatism it is recommended to base the SINTAP analyses on the lowest stress-strain curve.

• The applied load-stable crack extension characteristic can be determined as illustrated in Fig 12.2 which gives an example of the CDF philosophy.

• The \( \delta_5 \)-R-curve as the toughness input parameter has to be obtained on specimens exhibiting a thickness, \( B \), identical to the component to be assessed and a crack length, \( a \), and an initial uncracked ligament length, \( W-a \), equal or greater than four times the thickness, \( B \) (Eq. 12.4).

It was already mentioned that R-curves tend to be independent of the specimen or component dimensions when this requirements are fulfilled. Note, however, that this statement cannot be generalised. Therefore, geometry independence of the R curve has to be checked when the method is applied to new materials. In cases where no geometry independency is stated, the lowest R-curve has to be used which is usually obtained from C(T) specimens.

• The validity limits of the \( \delta_5 \) concept have to be met (Eq. 12.5).
• In order to avoid extrapolation of the $\delta_5$-$\Delta a$ curve beyond its validity limits the stable crack extension $\Delta a$ at the maximum load in the component as an output of the analysis should not exceed the $\Delta a$ range which is covered by the experimental R-curve. As a rule, the width $W$ of C(T) type test specimens should not be smaller than about 150 mm.

• The treatment of the mixed mode effect follows Section 11.5 of the present procedure.

**Note 1:** Mixed mode cracks which are not affected by features like weldments, notches or geometrical transitions tend to change their growth direction after a certain amount of extension. This amount refers to factors such as the global mixed mode ratio and the ductility of the material. According to [12.19] (see also the discussion in [12.20, App. 1] the effect is more distinct in brittle than in ductile materials. This means with respect to the procedure proposed in this paper that, in principle, the analysis should be done for both, the mixed mode crack and the Mode I crack. The lower maximum load should then be chosen as the final result.

**Note 2:** At present, the procedure is mainly validated for plane geometries. Limited amount of work has been carried out for the panels with laser beam welded stiffeners (see. 12.22 and 12.23). Further application and validation of the procedure is presented at the FITNET 2006 Conference. If it is applied to curved panels such as fuselages and other pressure vessel, both, $K$ factor and yield load solutions as input parameters to the analysis have to be chosen which take explicitly into account bulging effects. The same might be true for plane components subjected to bending or local buckling at the crack. For plane bending geometries which large ligament sizes the available global limit load solutions are not appropriate and may yield an overestimation of the load carrying capacity.

**Note 3:** Present section is strongly linked with the damage tolerance behaviour of aerospace structures (see Section 14, Tutorials) and this section will be included into that part during the next revision.
Figure 12.1 Definition and experimental determination of the CTOD-δ5 parameter
Figure 12.2 Flow chart for the determination of the applied load-$\delta_5$ and applied load-stable crack extension characteristics. The determination follows the Crack Driving Force (CDF) philosophy.
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12.3 Loading Rate Effects on Fracture Toughness

12.3.1 Introduction

In certain fracture problems, time becomes an important variable. At high loading rates, two phenomena affect and complicate the evaluation of dynamic fracture toughness of metallic materials:

→ rate-dependent material behaviour (for most metals, flow stress can increase appreciably when strain rate increases by several orders of magnitude);
→ inertia effects, which are of importance when force changes abruptly or the crack grows rapidly (a portion of the work applied to the specimen is converted to kinetic energy).

The rate of material deformation near the crack tip usually is measured as \( \dot{K} = \frac{dK}{dt} \). For loading rates up to \( \dot{K} = 10^6 \text{ MPa}\sqrt{\text{m/s}} \) (such as those which will be addressed in this chapter), in most cases the first and partially the second effect become significant and have to be taken into account when measuring fracture toughness, while the third effect might be neglected.

The consequence of an increase in loading rate on fracture toughness can be schematically outlined as follows, as a function of the fracture regime where the material is expected to operate:

→ brittle fracture behaviour (lower shelf): an increase in loading rate produces a decrease of fracture toughness (i.e. \( K_{id} < K_{ic} \));
→ ductile-to-brittle transition regime: the temperature which corresponds to the transition from mainly brittle to mainly ductile behaviour increases with increasing loading rate (i.e. \( T_{o,dyn} > T_{o,st} \));
→ ductile fracture behaviour (upper shelf): increasing the loading rate tends to improve the material's resistance to ductile crack initiation and propagation (i.e. \( J_{id} > J_{ic} \)).

In graphical terms, the effects of an increase in loading rate on the whole fracture toughness vs temperature transition curve of a ferritic steel can be represented as in Figure 12.3.

12.3.2 Experimental Determination of Fracture Toughness at High Loading Rates

The official and most commonly used test standards for fracture toughness determination (ASTM, BS and ISO) mainly address a range of loading rates which goes under the general denomination of "static" or "quasi-static". Some of them, but not all, include provisions for higher loading rates. The only fracture toughness test standard dealing solely with high loading rates is the third part of BS 7448 [12.21]. BS 7448 - Part 3 describes a method for the determining the opening mode plane strain fracture toughness \( K_{ic} \), the critical crack tip opening displacement (CTOD) fracture toughness and the critical J fracture toughness of metallic materials for the rates of increase in stress intensity factor greater than 3.0 MPa\sqrt{m/s} but less than 3000 MPa\sqrt{m/s} during the initial elastic deformation. Nevertheless, Annex A of BS 7448-Part 3 gives the recommendations on the determination of fracture toughness in cases when the rate of change in stress intensity factor exceeds 3000 MPa\sqrt{m/s}, provided that the test duration is not less than 1 ms.

However, none of the existing standards, at present, specifically deal with measuring fracture toughness from pre-cracked Charpy-type specimens tested with an instrumented impact pendulum; and this, in spite of the relative popularity of such a test within the scientific community.
In the following, we will try to provide guidelines for obtaining fracture toughness values at loading rates above the quasi-static range in the different fracture regimes (lower shelf, transition and upper shelf).

![Figure 12.3 - Qualitative effect of increasing loading rate on fracture toughness of ferritic steels (blue curve: quasi-static loading rates; red curve: dynamic loading rates).](image)

### 12.3.3 Lower Shelf and Early Transition Region (Mainly Brittle Behaviour)

Both ASTM E399 [12.22] and ASTM E1820 [12.23] prescribe that tests be conducted at a rate such that the rate of increase of stress intensity is within the range 0.55 to 2.75 MPa√m/s in the linear elastic region while ISO Unified Test method 12135:2002 [12.24] allows slightly higher rate of increase of stress intensity factor (3.0 MPa√m/s). Above these ranges (rapid-load plane-strain fracture toughness testing), the following provisions are given in BS 7448 - Part 3, ASTM E399 (Annex A7) and ASTM E1820 (Annex A13):

- force/deflection, force/time and deflection/time curves shall be analysed to ensure that the force values needed to evaluate $K_{IC}$ (such as $P_Q$) can be unambiguously determined;

- the test time $t$, corresponding to the time needed to reach $P_Q$ or $K_Q$, shall not be less than 1 ms and shall be used as a subscript for the test result, $K_{IC}(t)$;

- the yield strength of the material, determined or estimated for the appropriate loading rate, shall be used for the analysis of the fracture test data.

All other requirements and prescriptions for static $K_{IC}$ determination remain applicable, including preparation of test specimens and validity criteria.

ASTM E399 and ASTM E1820 standards explicitly exclude impact or quasi-impact testing (free-falling or swinging masses) and state that “substantial decreases in toughness may be noted as the loading rate increases”.
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Testing of precracked Charpy-type specimens using an instrumented pendulum

As previously mentioned, no official test standard presently exists for this kind of tests, neither at ASTM nor at ISO level.

We will therefore refer, in this chapter, to the latest draft version of a Test Procedure developed by the ESIS Technical Sub-Committee 5 (TC5) [12.25]. This document can be considered a useful compendium of experimental and analytical approaches to dynamic toughness tests performed on Charpy-type specimens using an instrumented pendulum.

When the material response is essential linear-elastic, a quasi-static evaluation of the critical fracture toughness in accordance with ISO 12135:2002, based solely on the force value corresponding to cleavage, is allowed only provided a minimum of 5 oscillations are recorded up to fracture or if their amplitude is small compared to the mean value at fracture. This ensures sufficient damping of inertia effects on the force/displacement trace before the occurrence of fracture. Otherwise, the following dynamic evaluation methods are recommended.

→ Impact Response Curve [12.26] and Dynamic Key Curve [12.27] methods, which both require an accurate evaluation of the time to fracture \( t_f \), to be used in a sort of key curve-type methodology. For the determination of \( t_f \), commonly used methods include:

- strain-gageing the specimen close to the crack tip, which allows identifying the onset of crack extension by a sudden drop of the strain-gage signal;
- placing a magnetic sensor (e.g. a coil) close to the crack tip and identifying fracture by a magnetic signal recorded by the sensor.

→ Crack Tip Strain Gauge method, which requires positioning a small strain gauge close to the crack tip (as mentioned above) and deriving the value of force at fracture by means of a calibration curve, previously obtained by statically loading the specimen up to the maximum force applied during fatigue precracking [12.28].

Although numerical modelling (i.e. through the use of finite element methods) can also be used to determine the variation of DSIF (Dynamic Stress Intensity Factor) with time (especially for extremely short-time tests as one-point bending [12.29]), simpler methods like modal superposition were shown to provide similar accuracy [12.30]. A freeware computer program, called DSIFcalc [12.31], is available for evaluating the results of impact tests using most of the methods mentioned above.

12.3.4 Ductile-to-Brittle Transition Region

The range of loading rates allowed by the ASTM E1921 standard [12.32] for a quasi-static evaluation is 0.1 to 2 MPa√m during the initial elastic portion. This range was drastically reduced from the previous version (2003), on account of recently published results [12.33] which demonstrate a strong influence of the loading rate on the reference temperature \( T_o \) measured according to the Master Curve methodology (Figure ).

The current version of the standard (2005) does not include any provision for testing at higher loading rates, but work is currently in progress within the responsible ASTM sub-committee to prepare an Annex for higher loading rates, which should also include instrumented impact testing of precracked Charpy specimens.

The following empirical relationship allows quantifying the dependence of \( T_o \) from the loading rate [12.34]:

\[
\Delta T_o = \frac{T_{o,ref} \ln(K)}{\Gamma - \ln(K)}
\]  

\[(12.6)\]
with:

$$\Gamma = 9.9 \cdot \exp \left( \frac{T_{o, st}}{190} \right)^{1.66} + \left( \frac{\sigma_{ys}}{722} \right)^{1.09}$$  \hspace{1cm} (12.7)$$

where $\sigma_{ys}$ is measured at $T_{o, st}$.

Figure 12.4 - Influence of loading rate on the reference temperature measured with ASTM E1921.

As far as the individual test results ($J_c$, $K_Jc$) are concerned, their determination generally does not differ from the quasi-static case since cleavage fracture is expected to occur after a certain amount of plastic deformation and inertia effects are no more significantly affecting the force/displacement curve. This holds true even in the case of instrumented impact tests on precracked Charpy-type specimens, provided that impact speed does not exceed 1-1.5 m/s.

The determination of J-integral values in the case of rapid-load testing is also dealt with in Annex A14 of ASTM E1820, but since this Annex is more specific to fully ductile conditions, it will be described in more detail in the following section.

12.3.5 Upper Shelf (Fully Ductile Behaviour)

The quasi-static range prescribed by the ASTM E1820 standard is specified so that the time taken to reach the load $P_f$ (defined in Annexes A1-A3 according to specimen geometry) lies between 0.1 and 10 min.

Special requirements for higher loading rates (rapid-load J-integral fracture toughness testing) are given in Annex A14. The most significant differences with respect to the quasi-static determination of the critical toughness ($J_{0c}$) and the crack resistance curve (J-R curve) are given below.
The force/displacement curve is analyzed to ensure that its initial portion is sufficiently well defined, so that an unambiguous J-R curve can be determined.

A minimum test time (t_w) is calculated from specimen stiffness and effective test mass. For test times less than t_w, a significant kinetic energy component is present in the specimen and the static J-integral equations are considered to be no more accurate.

For the evaluation of the crack resistance curve, the Normalization Data Reduction method described in Annex A15 is recommended. The elastic compliance method is not allowed. The multiple-specimen method can be used for evaluating the critical initiation toughness J_0, but not for obtaining the J-R curve.

All other requirements and prescriptions for quasi-static testing remain applicable, including preparation of test specimens and validity criteria. Properties measured by rapid load testing must be denoted using in brackets the time needed to reach J_0 (J_0(t), J_c(t), J-R(t) curve, etc).

The E1820 standard also mentions that "the J-R(t) curve and J_c(t) properties are usually elevated by higher test rates".

As for the ISO 12135:2002 standard, tests are limited to a maximum loading rate of 3 MPa√m/s in the linear elastic region and no indications for higher loading rate tests are given.

In case precracked Charpy-type specimens are impact tested in the fully ductile regime, the reference approach is the multiple-specimen method, where a series of nominally identical specimens are loaded up to selected displacement levels, resulting in corresponding amounts of stable crack extension. The resistance curve thus obtained is then analysed in accordance with the preferred test standard (ASTM E1820 or ISO 12135).

Variable amounts of ductile crack extension may be achieved using one of the following methods.

a) **Low-Blow Test** – This is the most popular method, and consists in limiting the impact velocity (and therefore the available energy) so that the specimen is not fully broken. Small differences between impact velocities for a specimen set are ignored.

b) **Stop Block Test** – The movement of the striker is arrested before the specimen is fully broken. The striker arrest position is varied from specimen to specimen.

c) **Cleavage R-curve Method** – For steels that exhibit brittle-to-ductile transition, the test temperature may be varied within the transition region in order to achieve different values of stable crack extension preceding cleavage. Small differences between test temperatures for a specimen set are ignored.

For any of these methods, the J-integral is calculated from the force/deflection record using the quasi-static formulas.

As an alternative to the multiple-specimen approach, single-specimen techniques have also been successfully applied for obtaining both critical toughness and crack resistance curves. The most commonly used is the Normalization Data Reduction Technique described in Annex A15 of E1820. This method [12.35] allows obtaining a J-R curve directly from the force/deflection record, using the initial and final crack measurements taken from the specimen surface, and cannot be applied if the specimen is fully broken (i.e. no final crack size can be measured). As a consequence, it can only be used in conjunction with the Low-Blow or Stop Block test procedure.

In addition, the ESIS TC5 Draft test method [12.25] reports a Key Curve approach [12.36,12.37] which allows estimating the J-R curve from a continuous force/deflection diagram as a function of Δa. This
formulations only requires three parameters: $F_{gy}$, $W_{mp}$ and $W_t$, as well as the specimen dimensional measurements. It can be used for both unbroken and fully broken specimens.

In a recent study [12.38], both the Normalization and the Key Curve method have been found in satisfactory agreement with the results of multiple-specimen (Low-Blow) tests, for two reactor pressure vessel steels with significantly different mechanical properties.

Given that, as shown above, an increase in loading rate causes an increase in fracture toughness in case of fully ductile behaviour, the use of quasi-static upper shelf toughness properties ($J_{ic}$, J-R curve) in a dynamic situation always results in a conservative assessment.

### 12.3.6 Use of Dynamic Tensile Properties

For the analysis of fracture toughness tests, tensile properties measured at test relevant conditions (temperature and strain rate) have to be used.

In the case of high loading rate fracture toughness tests, the following options, listed in order of increasing accuracy, are available.

→ The use of quasi-static tensile properties (lower than dynamic values) is normally conservative, in that validity criteria ($K_{limit}$, $J_{limit}$, $J_{max}$) are proportional to $\sigma_{ys}$ or $\sigma_{flow}$. However, in the upper shelf region the slope of the construction line used for measuring ductile initiation is proportional to $\sigma_{flow}$ (ASTM) or $\sigma_{UTS}$ (ISO), and therefore using quasi-static (lower) tensile properties delivers higher (non-conservative) critical values\(^1\).\(^2\).

→ Dynamic yield strength values can be estimated from the force/deflection record of a Charpy test (V-notched or precracked) by using $F_{gy}$ in analytical formulas obtained from Finite Element analyses [12.39].

→ Tensile properties at strain rates relevant to a Charpy test can be directly measured by performing high rate tensile tests. Although no official standard is available, a test procedure developed within ESIS TC5 has been issued as ESIS P7-00 [12.40].

### 12.3.7 Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{gy}$</td>
<td>force at general yield in an instrumented Charpy test (kN)</td>
</tr>
<tr>
<td>$J_c$</td>
<td>J-integral value at cleavage instability (kN/m(^2))</td>
</tr>
<tr>
<td>$J_{ic}$</td>
<td>initiation of ductile crack extension for quasi-static loading rates (kN/m(^2))</td>
</tr>
<tr>
<td>$J_{id}$</td>
<td>initiation of ductile crack extension for high (dynamic) loading rates (kN/m(^2))</td>
</tr>
<tr>
<td>$J_{limit}$</td>
<td>validity limit for the determination of the J-R curve according to ASTM E1820 (kN/m(^2))</td>
</tr>
<tr>
<td>$J_{max}$</td>
<td>validity limit for the determination of the J-R curve according to ISO 12135 (kN/m(^2))</td>
</tr>
</tbody>
</table>

---

1 For impact tested precracked Charpy specimens, the ESIS TC5 draft [12.25] provides an analytical formula for estimating the construction (blunting) line in case the dynamic tensile strength is not available.

2 The ASTM 1820 standard (Annex A13, eq.A13.2) provides a formula for estimating the dynamic yield strength of constructional steels having room temperature yield strengths below 480 MPa.
$J_Q$  
provisional value of $J_{lc}$ or $J_{ld}$ (kN/m²)

$K_{lc}$  
plane-strain fracture toughness for quasi-static loading rates (MPa√m)

$K_{ld}$  
plane-strain fracture toughness for high (dynamic) loading rates (MPa√m)

$K_{jc}$  
stress intensity factor value at cleavage instability, calculated from $J_c$ (MPa√m)

$K_{limit}$  
maximum measuring capacity of a specimen according to ASTM E1921 (MPa√m)

$K_Q$  
provisional value of $K_{lc}$ or $K_{ld}$, corresponding to the force $P_Q$ (MPa√m)

$K$  
loading rate, expressed in terms of increase of stress intensity factor (MPa√m/s)

$P_Q$  
force value used to determine $K_{lc}$ or $K_{ld}$ (kN)

$t$  
test time corresponding to the time needed to reach $P_Q$ in a rapid-load plane-strain fracture toughness test according to ASTM E399 Annex A7 (ms)

$t_f$  
time to fracture used in the Impact Response Curve method (µs)

$t_{wr}$  
minimum test time prescribed by ASTM E1820 for rapid-load J-integral fracture toughness testing (ms)

$T_{o,dyn}$  
reference temperature for high (dynamic) loading rates, corresponding to a median toughness of 100 MPa√m for 1TC(T) specimens (°C)

$T_{o,st}$  
reference temperature for quasi-static loading rates, corresponding to a median toughness of 100 MPa√m for 1TC(T) specimens (°C)

$W_{mp}$  
plastic component of the absorbed energy up to maximum force in an instrumented Charpy test (J)

$W_i$  
total absorbed energy in an instrumented Charpy test (J)

$\Delta a$  
metallic crack extension (mm)

$\Delta T_o$  
increase of reference temperature due to an increase in loading rate (°C)

$\sigma_{ys}$  
quasi-static yield strength (MPa)

$\sigma_{flow}$  
flow strength, calculated as the average of the yield and the ultimate tensile strengths (MPa)
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12.4 Bi-modal Master Curve

12.4.1 Introduction

The basic Master Curve (MC) method for analysis of brittle fracture test results as defined in ASTM E1921-05 is intended for macroscopically homogeneous ferritic steels only. In reality, structural steels and their welds often contain inhomogeneities that distort the standard MC analysis. The inhomogeneity may be deterministic or random (or a mixture of both) in nature. Deterministic inhomogeneity, e.g. different fracture toughness at plate center and close to surface, can be accounted for provided that the specimen extraction histories are known and enough specimens are tested. Random inhomogeneity is somewhat more difficult to handle.

Since the standard MC analysis is merely applicable to homogeneous data sets, its use on a severely inhomogeneous data set can result in a clearly non-conservative description of the material. The MML estimation method (MML Stage 2 or Stage 3) in section 5.4.5.1 enables conservative lower bound types of fracture toughness estimates also for inhomogeneous material, in which case these estimates describe the fracture toughness of the more brittle constituent. Neither the MML analysis, nor standard MC analysis, can provide any information of the more ductile constituent. Therefore, a probabilistic description of the complete material is not possible. The bi-modal MC analysis method extends the standard MC analysis by describing the fracture toughness distribution of inhomogeneous material as the combination of two separate MC distributions. Thus, the bi-modal MC analysis method is particularly efficient in describing e.g. weld heat-affected zone (HAZ) data.

12.4.2 Principles of Bi-Modal Master Curve Analysis Method

In the case when the data population of a material consists of two combined MC distributions, the total cumulative probability distribution can be expressed as a bi-modal distribution of the form:

\[
P_f = 1 - p_a \cdot \exp\left\{-\left(\frac{K_{JC} - K_{min}}{K_{01} - K_{min}}\right)^4\right\} - (1 - p_a) \cdot \exp\left\{-\left(\frac{K_{JC} - K_{min}}{K_{02} - K_{min}}\right)^4\right\}
\]

(12.8)

where \(K_{01}\) and \(K_{02}\) are the characteristic toughness values for the two constituents and \(p_a\) is the probability of the toughness belonging to distribution 1. In the case of multi-temperature data, the characteristic toughness (\(K_{01}\) and \(K_{02}\)) is expressed in terms of the MC transition temperature (\(T_{01}\) and \(T_{02}\)). In contrast to a standard MC analysis where only one parameter needs to be determined, the bi-modal distribution contains three parameters. Thus, the fitting algorithm is somewhat more complicated than in the case of the standard MC or the MML lower tail estimation. In order to be able to handle randomly censored multi-temperature data sets, the estimation must be based on the maximum likelihood procedure.

The likelihood is expressed as:

\[
L = \prod_{i=1}^{n} f_{c_i}^{q_i} \cdot S_{c_i}^{1-q_i}
\]

(12.9)

where \(f_c\) is the probability density function, \(S_c\) is the survival function and \(\delta\) is the censoring parameter.

The probability density function has the form (Eq. 3):
and the survival function has the form:

\[ S_c = p_a \cdot \exp\left\{-\left(\frac{K_{\text{JC}} - K_{\text{min}}}{K_{01} - K_{\text{min}}}\right)^4\right\} + (1 - p_a) \cdot \exp\left\{-\left(\frac{K_{\text{JC}} - K_{\text{min}}}{K_{02} - K_{\text{min}}}\right)^4\right\} \] (12.11)

The parameters are solved so as to maximise the likelihood given by Eq. 2. The numerical iterative process is simplified by taking the logarithm of the likelihood so that a summation equation is obtained (Eq. 5).

\[ \ln L = \sum_{i=1}^{n} \left[ \delta_i \cdot \ln(f_{ci}) + (1 - \delta_i) \cdot \ln(S_{ci}) \right] \] (12.12)

The bi-modal distribution model was found [12.41,12.42] to describe successfully fracture toughness data sets from the HAZs that generally exhibit substantial microstructural inhomogeneity. This is especially the case with multipass weldments containing local brittle zones (LBZ). Analyses of HAZ data sets revealed [12.41,12.42] that the MML analysis does not yield quite as conservative estimates of the lower bound toughness as the bi-modal distribution analysis. The bi-modal distribution recognises both the toughness of the more brittle constituent, as well as the amount of it, and can therefore be used to estimate the actual distribution or a hypothetical distribution consisting entirely of brittle material. The MML method gives an estimate that is mainly affected by the amount of the more brittle constituent. If this amount is small, the estimate will be influenced by the toughness of the tougher constituent.

In general, the MML method is intended for the analysis of small data sets, where the uncertainty related to size of the data set becomes an important factor. MML analysis is awaited to provide representative lower bound estimates suitable for structural integrity analysis purposes. Thus, the MML method should not be used e.g. to determine transition temperature shifts or in cases where the average fracture toughness is of interest.

The use of the bi-modal MC distribution should be focused on data sets of a sufficient size to provide information about the underlying material inhomogeneity. The bi-modal fit to the data can, as such, be very good, but a small data set may not describe the true distribution very accurately. The accuracy of the estimated parameters will depend on the data set size, occurrence probability (i.e., probability of hitting the different zones) and degree of censoring. Investigation on the accuracy of the bi-modal MC by performing a simple Monte Carlo simulation demonstrated that the standard deviation of the more brittle material can be approximated by Eq. 6, the more ductile material by Eq. 7 and the probability of occurrence of the more brittle material by Eq. 8.

\[ \sigma_{T_{01}} \approx \frac{22^\circ C}{\sqrt{n \cdot p_a - 2}} \] (12.13)

\[ \sigma_{T_{02}} \approx \frac{16^\circ C}{\sqrt{n \cdot p_a - 2}} \] (12.14)
\[ \sigma_p^a \approx \frac{0.35}{\sqrt{n \cdot p_a - 2}} \] 

(12.15)

Note that \( n \) is the total number of results and \( r \) is the number of non-censored results. If in any of the equations, the denominator becomes less than 1, the bi-modal estimate of the parameter in question should not be used. Eqs. 6-8 can also be used to judge the likelihood that the data represents an inhomogeneous material. A simple criterion can be expressed:

\[ |T_{01} - T_{02}| > 2 \cdot \sqrt{\sigma T_{01}^2 + \sigma T_{02}^2} \] 

(12.16)

Any material fulfilling the criterion c.f. Eq. 9 is likely to be significantly inhomogeneous. The bi-modal MC estimate for inhomogeneous material should preferably be used with larger data sets than allowed for the basic MC or MML. The minimum data set size to be used with the bi-modal distribution is around 12-15, but, preferably, greater than 20. Smaller data sets do not describe the distribution sufficiently well to allow a confident estimation of the inhomogeneity.
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12.5 Treatment of non-sharp defects

12.5.1 Introduction

There are many situations where the defects that are, or might be, responsible for structural failure are not necessarily sharp. If defects are blunt it is overly conservative to proceed on the assumption that the defects behave like sharp cracks, coupled with the use of the sharp crack methodology. Components with non-sharp defects or notches exhibit an apparent fracture toughness that is greater than that obtained in cracked components because of a loss of constraint at the notch tip.

12.5.2 Stress distribution at notches

For brittle fracture of a sharp crack, fracture mechanics establishes that the critical situation is achieved when the applied stress multiplied by the square root of the crack length is equal to a constant [12.43]

$$\sigma^c \sqrt{a} = \text{constant}_1$$  \hspace{1cm} (12.17)

where $\sigma^c$ is the critical applied stress and $a$ is the crack length. However, notches subject components to less critical situations in such a way that expression (12.17) becomes:

$$\sigma^c a^\alpha = \text{constant}_2$$  \hspace{1cm} (12.18)

where $\alpha$ is a constant.

If the stress distribution at a notch tip is represented in the bi-logarithmic plot of Fig.12.5, three regions can be distinguished. Region I corresponds to a nearly constant stress zone, region II is a transition zone and region III is a zone where stresses follow the expression:

$$\sigma_{yy} = \frac{K_p}{(2\pi)^{\alpha}}$$  \hspace{1cm} (12.19)

where $K_p$ is the notch stress intensity factor.
12.5.3 Failure Criteria

There are two main failure criteria in notch theory: the global fracture criterion and the local fracture criterion [12.44]. The global criterion establishes that failure occurs when the notch stress intensity factor reaches a critical value:

\[ K_\rho = K_\rho^c \]  \hspace{1cm} (12.20)

On the other hand, one of the most extended local criteria is the critical average stress model [12.45, 12.46] which establishes that fracture propagates when the average stress within the effective distance, \( X_{ef} \), is greater that the material strength, \( \sigma_f \):

\[
\frac{1}{X_{ef}} \int_{0}^{X_{ef}} \sigma(r) dr = \sigma_f
\]  \hspace{1cm} (12.21)

The effective distance corresponds to the point with lower stress gradient and needs finite element analysis for its determination.

The critical average stress model has been used by Kim et al [12.47] to obtain the relation between the apparent fracture toughness \( K_{in} \) developed by notched components and the fracture toughness obtained from deeply cracked specimens. Assuming the Creager and Paris [12.48] stress distribution at the notch tip, which is equal to that at a crack tip but displaced by a distance equal to \( \rho/2 \) along the x-axis, the expression along the \( \theta=0^\circ \) direction leads to:
\[
\sigma_{yy} = \frac{K_I}{\sqrt{\pi (2r' + \rho)}} \left(1 + \frac{\rho}{2r'}\right)
\]  \hspace{1cm} (12.22)

where \(r'\) is the distance from the origin (located at the notch tip) to the point being assessed.

This expression is similar to that for cracks

\[
\sigma_{yy} = \frac{K_I}{\sqrt{2\pi r}}
\]  \hspace{1cm} (12.23)

Equations (12.22) and (12.23) can be separately introduced in equation (12.21) and leads to the relation between \(K_{IN}\) and \(K_{IC}\):

\[
\frac{K_{IN}}{K_{IC}} = \sqrt{1 + \frac{\rho}{2X_{ef}}}
\]  \hspace{1cm} (12.24)

Equation (12.24) gives acceptable results and has been widely validated. However, from a practical point of view it has a problem: the need for finite element analysis to obtain \(X_{ef}\).

Another relation between \(K_{IN}\) and \(K_{IC}\) is derived from so-called Finite Fracture Mechanics (FFM), developed by Taylor et al [12.49]. FFM is based on the Griffith theory [12.43] but considers that crack extensions are finite, \(\Delta a\), instead of the differential equations assumed by Griffith. Moreover, \(\Delta a\) is a constant for a given material and failure mode. Summarising, this leads to the following equations:

\[
K_{IN} = K_{IC} \sqrt{\frac{1}{1 - \frac{\rho}{10.04 \Delta a}}}
\]  \hspace{1cm} (12.25) \hspace{1cm} \text{(sharp notch solution)}

\[
K_{IN} = K_{IC} \frac{1}{2.24} \sqrt{\frac{2\rho}{\Delta a}}
\]  \hspace{1cm} (12.26) \hspace{1cm} \text{(blunt notch solution)}

The method given in [12.49] provides a criterion to determine which of equations (12.25) and (12.26) should be used in the case being studied.

\(\Delta a\) follows equation (12.27):
When plasticity is confined to a very small region at the notch (ceramics and fatigue in metals) $\sigma_{fl}$ is equal to the tensile strength, $\sigma_u$. For situations with more widespread plasticity $\sigma_{fl}$ has to be calibrated and for brittle fracture of metals, $\sigma_{fl}$ has been proposed to be $4\sigma_u$.

Finally, Spink et al. [12.50] have proposed that for semi-elliptical notches:

$$K_{IN} = \frac{K_{IC} + \sigma_u (\rho \rho)^{1/2}}{1 + \sqrt{\frac{\rho}{c}}}$$  \hspace{1cm} (12.28)

where $c$ is the semi-major axis.

It is important to note that these methods are derived from LEFM and will not be applicable to failures by ductile mechanisms.

### 12.5.4 Flaws at the tip of a notch

There are no generalised solutions available for flaws situated at notch tips. In general, such flaws may be assessed conservatively by using standard solutions and assuming the total depth is equal to the sum of the depths of the flaw and the notch. An assessment of this type is satisfactory for flaws associated with sharp notches but may be unnecessarily conservative for blunt notches. In such cases, standard solutions for the depth of the flaw alone may be multiplied by the stress concentration factor of the notch, or, where a stress analysis may be performed, the stress gradient due to the notch may be allowed for.

It should be noted that very short flaws at the tip of very sharp notches may require special attention because of localised plasticity effects.

It is proposed that the "modified RSM" methodology [12.51] should be used for determining the $J$ integral for a flaw at the edge of a notch. It combines the EPRI and RSM estimation schemes and provides the following equation for $J$ which may be applied at all levels of crack tip plasticity, from the linear elastic to the fully plastic limit, and for all crack depths:

$$J = J_e (d+\Phi^* r_f) + J_o (d) \frac{[\frac{\varepsilon_p}{\sigma_{ref}}]}{\sigma_{ref}}$$  \hspace{1cm} (12.29)

where $d$ is the crack length, $\sigma_{ref} = P/P^{*L}$, $\varepsilon_p = \alpha' (P/P^{*L})^n$, $P^{*L}$ is an estimated yield load for the cracked structure often approximated by $P_L$, based on the remaining uncracked section, $\alpha'$ is the coefficient in the Ramberg-Osgood law (not the constraint parameter) and $\Phi^*$ and $r_f$ are evaluated according to the following equations:

$$\Phi^* = \left[1+(P/P^{*L})^2\right]^{-1}$$  \hspace{1cm} (12.30)
\[ r_y = \frac{1}{\lambda \pi}, (n-1/n+1), (K/\sigma_0)^2 \]  

(12.31)

Where \( \lambda = 2 \) for plane stress and \( 6 \) for plane strain. \( n \) is the exponent in the Ramberg-Osgood law. The FAD is then constructed from:

\[ K_r = \left[ \frac{J_e}{J_0} \right]^{0.5} \]  

(12.32)

\[ L_r = \frac{P}{P_L (a/b)} \]  

(12.33)

### 12.5.5 Failure Assessment Diagram For Notches

A simple methodology is shown below that allows for the assessment of components with low constraint due to not only shallow defects or tensile loading but also to notch-type defects, that is, a procedure that provides a global treatment for the in-plane loss of constraint.

The method suggests that both losses of constraint are independent. Therefore, using the modified FAD procedure and the critical average stress model from equation (12.24), the assessment of a component with a shallow notch and subjected to tensile loading is performed using the following equation for the modified FAD:

\[ K_r = f(L_r).((1 + \alpha(-\beta L_r))^{\frac{1}{2}} + \frac{\rho}{2 X_{ef}}) \quad L_r \leq L_r^{\max} \]  

(12.34)

The independence of both phenomena is justified [12.52, 12.53] by applying the critical average stress model and the Creager distribution (as Kim et al did [12.47]), considering not only the first term in William’s series, but also the second term (T-stress). Because the T-stress is a constant and not a function of distance from the crack/notch tip, if the stress distribution in a crack is displaced \( \rho/2 \) as Creager did in order to obtain the stress distribution in a notch, the T-stress does not change.
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